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Abstract: In this article, we introduce a generic scheme for a restart meta-heuristic for multi-objective genetic algorithms, demonstrate its effectiveness on a set of benchmark problems, and discuss how restart control parameters affect algorithm performance. Based on the experimental results, we come to a conclusion about the peculiarities of the restarting scheme used and propose ways of its improvement.
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1. INTRODUCTION

An evolutionary search, in particular Genetic Algorithms (GA), might encounter some obstacles, which decrease its performance tremendously. Stagnation and premature convergence to a local optimum are unlikely to be overcome by just applying conventional genetic operators. The only way is to interrupt the current run and start the algorithm again using the gathered information about the search space: exploit previously found good solutions to make them more accurate, penalize attraction basins of local optima and explore new areas.

The described idea has been elaborated so that a restarting technique has been proposed [1, 2] and implemented as an additional restart operator [3, 4]. A number of studies have been devoted to the use of restarting in one-criterion optimization, yet there are almost no examples describing multi-objective heuristics [5, 6] with this additional operator which might be useful in designing a representative approximation of a Pareto front. Therefore, in this article we propose a generic scheme for the restart operator for multi-objective GAs. In our proposal we answer two questions, specifically, when to restart the algorithm and how to generate a new population based on the previously found good solutions.

As a case in point, we incorporate the restart operator in a Preference-Inspired Co-Evolutionary Algorithm using goal vectors (PICEA-g) [7]. This algorithm has demonstrated its high efficiency on a range of benchmark [8] and real [9, 10] multi-objective optimization problems and, therefore, we have chosen it to show that even its high performance might be improved with the use of a restart. In the experiments conducted, we run algorithms on the
set of high-dimensional two- and three-objective unconstrained optimization problems from the CEC-2009 competition. Based on the experimental results, we can make an inference about a considerable improvement in performance. We estimate a special metric reflecting the distance between a true Pareto front and its approximations, firstly, obtained by the original PICEA-g and then by its modified version with a restart. After that, we perform a deeper analysis of the "behavioural peculiarities" of the algorithm caused by varying the values of the restart control parameters. This analysis helps us to see the bigger picture and find ways to improve the proposed meta-heuristic.

The rest of the paper is organized as follows: related work is described briefly in Section 2. The scheme for PICEA-g and the details of the restart meta-heuristic are given in Section 3. Section 4 contains the experimental results, their analysis and discussion. The conclusion and future work are presented in Section 5.

2. RELATED WORK

Generally, the idea of restarting is applicable for various iterative methods and algorithms, not only for evolutionary ones. For instance, in Arnoldi’s method for finding eigenvalues a similar technique is used [11]. While restarting, it tends to preserve the useful information found about Krylov subspaces on the previous iterations and generate new starting vectors for the next steps based on it [2]. In [1] the authors distinguish between a static and dynamic restart. The static strategy means that a restart schedule is defined in advance, before the algorithm execution (for example, at every \( t \)-th generation). In contrast, in the dynamic strategy some metrics describing the algorithm progress or its convergence might be introduced to terminate the current run when a predefined threshold is achieved.

In [1] an approach for finding the static restart schedule of a GA for the case of resource-bounded optimization is proposed. Researchers use the algorithm performance on a set of similar problems to evaluate the restart schedule for the current one.

It has been shown [2] that in comparison with the conventional GA, the GA with the restart operator requires significantly fewer fitness function evaluations to find an optimum for a number of test functions (Rosenbrock’s valley, the Step function, the Himmelblau function, and the Sphere function). In this study, the restart operator is applied at each \( t \)-th generation (different values of \( t \) have been tested). Then, an adaptive restarting GA, presented in [12] and using the dynamic restart scenario, outperforms not only the conventional GA but also a number of other optimization algorithms, such as Spiral Dynamic Algorithm (SDA) and Bacterial Foraging Algorithm (BFA), on benchmark functions. In this algorithm, the restart occurs if the best solution obtained is not improved within \( i \) generations.

The successful use of the restart idea for GAs inspired researchers to incorporate it into Differential Evolution (DE). In [13] the restart mechanism is implemented as a Random Mutation (originally, DE did not use mutation at all). This modified DE has demonstrated its effectiveness on a set of 10-, 30- and 50-dimensional test problems and shown good properties compared with six other self-adaptive DE algorithms.

However, there are not many applications for the restart operator in MOGAs. In [14] authors propose a modified SPEA2 which is used to generate a fuzzy rule base. In their algorithm, the restart operator is problem-specific and intended for tuning linguistic fuzzy systems.
The next section contains a description of our proposal in detail. Firstly, we shed light on the main steps of the PICEA-g algorithm and then introduce the restart meta-heuristic for multi-objective GAs.

3. PICEA-G AND RESTART META-HEURISTIC FOR MULTI-OBJECTIVE OPTIMIZATION ALGORITHMS

3.1. Preference-Inspired Co-Evolutionary Algorithm with goal vectors

The concept of co-evolving the population with decision-maker preferences underlies a class of preference-inspired co-evolutionary algorithms (PICEAs). However, we should not consider “decision-maker preferences” literally as real ones. In this case, they are just a means to compare solutions in the population, in other words, they are co-evolving references which progress as a search is accomplished.

One of the algorithms from this class was presented by Wang in 2013 and called a Preference-Inspired Co-Evolutionary Algorithm using goal vectors (PICEA-g) [7]. Goal vectors serve as auxiliary points generated in the criterion space within the particular bounds at each generation: the more goal vectors a solution dominates, the higher its fitness. In addition, the fitness of a goal vector is determined by the number of solutions which dominate it (the more, the worse) and more effective vectors are chosen. The goal vector bounds depend on the criterion values of non-dominated points found by the current moment and change as this set evolves. Thus, the aim of goal vectors is to direct the population towards the Pareto front co-evolving with it.

PICEA-g includes the following steps:
1. Generate an initial population with $N$ individuals and evaluate the criterion values of each candidate solution. Find non-dominated points in the population, copy them into the archive and estimate the goal vector bounds. Initialize the set of goal vectors as $N_g$ targets randomly generated within the goal vector bounds.
3. Pool together parents and children (the cardinality of the united population is equal to $2N$).
4. Add to the set of goal vectors $N_g$ new targets randomly generated within the determined bounds (the cardinality of the set of goal vectors is equal to $2N_g$).
5. Assign fitness values to individuals in the united population based on the number of goal vectors they dominate taking into account that candidates which dominate the same goal vector share this fitness contribution.
6. Assign fitness values to goal vectors based on the number of candidate solutions they are dominated.
7. Form the new population by ranging candidates based on their fitness values and selecting the best $N$ solutions. Do the same for the set of goal vectors and so truncate its size by down to $N_g$.
8. Update the archive with new non-dominated solutions. Update the goal vector bounds.
9. Check the stopping criterion: if it is satisfied, then finish the search with the archive set, otherwise proceed with the second step.
Thus, in Steps 1 and 4 decision-maker preferences are incorporated into the algorithm by using goal vectors. More details might be found in [7].

3.2. Restarting Operator Meta-Heuristic

In this study, we consider a black-box multi-objective optimization problem:

\[ C(a): A \rightarrow C_A \subset \mathbb{R}^n, \dim(A) = n, \]

\[ C(a) = (C_1(a) \ldots C_n(a)) \rightarrow \text{extrem}, \]  

(1)

where \( A \) is a space of alternatives with dimension \( n \), \( C_A \) is a subspace of some Euclidean vector space \( \mathbb{R}^m \), \( i = 1, m; C_i(\cdot): A \rightarrow C_{i_A} \subset \mathbb{R}, \prod_j C_j(A) = C_A \) are the unknown mappings. We assume that there is a bijection between the alternatives and the binary strings, so every alternative would be represented in such a way.

Since we are considering a population-based optimization tool, let the population at the \( i \)-th generation be noted as \( P_i \). Each population consists of different solutions – a set of alternatives – and our aim is not to find the non-dominated set, but the set which maps into a good approximation of the whole Pareto front. In this case, one can face a contradiction between the need for a search in depth to improve the current solutions and for a search in breadth to approximate the whole front.

To resolve this contradiction we implement the algorithm-independent restart operator. The following operator is applied when the predefined condition is met. We propose a restart condition that is based on the distance between the Pareto front estimations at two consecutive generations. If the distance does not change for some period, the algorithm restarts. A more detailed explanation is given below.

Let \( S_i = \{a_j \in A: \exists k < i, j(k) \leq |S_k|: a_j \leq a_{j(k)}, a_{j(k)} \in S_k \} \) be the Pareto set and \( F_i = \{C(a_j), a_j \in S_i \} \) be the Pareto front estimations at the \( i \)-th generation. It is easy to see that \( \forall i S_i \subset S_{i+1} \bigcup P_i \), so the distance \( \rho(F_i, F_{i+1}) \) between two different sets \( F_i \) and \( F_{i+1} \) is performed by the non-dominated solutions found at the current generation. Let \( F \) be a set of any limited cardinality \( F = \{f_i \in \mathbb{R}^m, i = 1,|F|\} \), then

\[ \rho(F_a, F_b): F \times F \rightarrow R^+ \bigcup \{0\}, \]

\[ \rho(F_a, F_b) = \frac{1}{|F_a|} \cdot \sum_{i \in P} \min_{j \in P} \left(\|F_a(i) - (F_b)\|_{\infty}\right) \]

(2)

where \( \|\cdot\|_{\infty}: \mathbb{R}^m \rightarrow R^+ \bigcup \{0\} \) is a norm in the \( \mathbb{R}^m \) vector space.

To estimate if there is a need for a restart we use a specific variable, which is a queue that consists of the metric (2) values of the previous \( l_{tail} \) iterations,

\[ \text{Tail}(l_{tail}) = \{\rho(F_j, F_{j-1}): i - l_{tail} < j \leq i\}, \]

(3)

and the meta-heuristic performs a restart if the following condition is met
\[
\max_{j \in \omega} \{\text{Tail}(j)\} - \min_{j \in \omega} \{\text{Tail}(j)\} \leq \delta_{\text{tail}}.
\] (4)

In equations (3) and (4) two control parameters are presented: the tail length \( l_{\text{tail}} \) controls the size of the observation period and \( \delta_{\text{tail}} \) is the threshold level. Now, if the restart takes place, we save the current algorithm’s run data into the sets, which are a representation of memory. Since all these features are significant for forming the final solution and performing the next algorithm run, the following sets are used: 

\[ \text{Memory}_s = \text{Memory}_s \bigcup \{ S_i \}, \]

\[ \text{Memory}_p = \text{Memory}_p \bigcup \{ P_j \}, \]

\[ \text{Memory}_c = \text{Memory}_c \bigcup \{ \tilde{C}_i \}, \]

where \( \tilde{C}_i = \{ F(c_j) : c_j = (P_j), j = 1, \ldots, |P| \} \).

First of all, let us describe a possible way in which the new starting population may perform. The generation of the initial population is controlled by two parameters: the probability of each individual in the initial population being randomly generated - \( \alpha \), and the probability of each gene being changed to the opposite - \( \beta \), in the case of the individual being a mutant of a randomly chosen previously found solution. So, each \( j \)-th individual’s \( k \)-th gene in the initial population is generated in one of the following ways:

\[
\left( (P_0)_{jk} \right) = r_{jk}, P(r_{jk} = 0) = P(r_{jk} = 1),
\] (5)

with probability \( \alpha \) and with probability \( 1 - \alpha \):

\[
\left( (P_0)_{jk} \right) = f_{c} \left( \left( \text{Memory}_s \right)_{ij}, r_{jk}^3 \right),
\] (6)

where \( k \) is the number of gene, \( r_j^1 \), \( r_j^2 \), \( r_{jk}^3 \) are the random values:

\[
P(r_j^1 = 1) = \ldots = P(r_j^1 = \text{Memory}_s), \quad P(r_j^2 = 1) = \ldots = P(r_j^2 = \text{Memory}_s),
\]

\[
P(r_{jk}^3 = 0) = 1 - P(r_{jk}^3 = 1) = \beta,
\]

and a special function 
\[
f_{c}(v, p) = \begin{cases} v, & p = 0 \\ -v, & p = 1. \end{cases}
\]

Varying the parameters \( \alpha \) and \( \beta \), we control the initial population generation process. If we want the initial population to be completely randomized, we set \( \alpha \) to 1, and if we want it to be in some sense near to the previous Pareto set estimations, we set it closer to 0 and \( \beta \) closer to 0 too, where \( \beta \) represents the closeness of the new individual to one already found.

Memory sets are also used to perform the final IGD metric (7) and estimate the algorithm efficiency.

4. PERFORMANCE ASSESSMENT

4.1. Test Multi-Objective Problems

In our experiments, we investigate the efficiency of the original PICEA-\( g \) and its modification with the restart on a set of high-dimensional benchmark problems proposed by the
international scientific community to compare the performance of developed evolutionary algorithms (the CEC 2009 competition [15]).

There are problems with discrete and continuous, convex and non-convex Pareto Sets and Fronts. In this article, we use a number of these test instances which are unconstrained two- and three-objective optimization problems with real variables.

According to the rules of the CEC competition, the metric IGD is applied to estimate the quality of obtained Pareto Front approximations:

$$IGD(A, P^*) = \frac{\sum_{v \in P^*} d(v, A)}{|P^*|},$$

(7)

where $P^*$ is a set of uniformly distributed points along the Pareto Front (in the objective space), $A$ is an approximate set to the Pareto Front and $d(v, A)$ is the minimum Euclidean distance between $v$ and the points in $A$. In short, the $IGD(A, P^*)$ value is the average distance from $P^*$ to $A$.

In the next section, we describe the experiments conducted and their conditions, discuss the results obtained and analyse the influence of control restart parameters on the algorithm performance.

### 4.2. Experimental Results

In all the experiments conducted, we followed the rules of the CEC 2009 competition: the maximal number of function evaluations was equal to 300,000; the maximal number of points in the approximation obtained by any algorithm for the estimation of the IGD metric was 100 and 150 for two-criterion and three-criterion problems respectively.

Firstly, the conventional PICEA-g algorithm with no restart was applied to the set of benchmark problems introduced. For all of the test instances, IGD values were averaged over 25 runs of the algorithm.

We also defined the following settings: binary tournament selection, uniform recombination and the mutation probability $P_m = \frac{1}{L}$, where $L$ is the length of the chromosome. PICEA-g operated with binary strings and, therefore, we used standard binary coding for the transfer to the real search space.

Then we conducted a series of similar experiments for PICEA-g with the restart operator in which we varied its control parameters:

$$\alpha = 0, 0.1, 0.3, 0.5, 0.9, 1; \ \beta = 0.05, 0.2, 0.5, 0.7; \ \delta_{tail} = 0.01, 0.005, 0.001, 0.0005, 0.00005.$$

We tended to figure out their best combination on average for the set of benchmark problems and also plunge ourselves into the deeper analysis of the algorithm performance depending on the restart control parameters. We applied the linear normalization to all IGD values (including the results of the conventional PICEA-g) for each problem and found that $\alpha = 0.9$, $\beta = 0.7$, $\delta_{tail} = 0.001$ are the best settings on average. Moreover, we ascertained the best values of the restart control parameters for each problem and noticed that they were different for various problems (Table 1).
Firstly, we would like to discuss the averaged results in relation to the $\alpha$ and $\beta$ parameters, which control the new population generation process in restarting. In Figure 1 we depict boxplots for diverse combinations of $\alpha$ and $\beta$, and corresponding IGD values averaged over all the problems.

![Fig. 1. The influence of $\alpha$ and $\beta$ control parameters on the algorithm performance.](image)

Each boxplot reflects the experimental results obtained for different combinations of $l_{sol}$ and $\delta_{sol}$ and so demonstrates the possible range of the averaged IGD values. As usual in the boxplot, we can see medians, upper and lower quartiles, upper and lower extremes, outliers, and with diamond-shaped marks we depict mean values. It might be noted that for
different levels of $\alpha$ the decrease of $\beta$ leads to a deterioration in the algorithm performance. Why do we get this distribution? And why in the case of the completely randomized new population ($\alpha = 1$) do we have the better result in comparison with IGD values obtained with low levels of $\alpha$ and $\beta$ (the new population is generated with the use of the previously found non-dominated points)?

### Table 1. The best combination of settings for each test problem.

<table>
<thead>
<tr>
<th>Test Problem</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$l_{tail}$</th>
<th>$\delta_{tail}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>UF1</td>
<td>0.9</td>
<td>0.5</td>
<td>5</td>
<td>0.001</td>
</tr>
<tr>
<td>UF2</td>
<td>0.9</td>
<td>0.7</td>
<td>5</td>
<td>0.0005</td>
</tr>
<tr>
<td>UF3</td>
<td>0.1</td>
<td>0.7</td>
<td>15</td>
<td>0.0005</td>
</tr>
<tr>
<td>UF4</td>
<td>0.1</td>
<td>0.7</td>
<td>10</td>
<td>0.00005</td>
</tr>
<tr>
<td>UF5</td>
<td>0.9</td>
<td>0.5</td>
<td>5</td>
<td>0.01</td>
</tr>
<tr>
<td>UF6</td>
<td>0.1</td>
<td>0.7</td>
<td>10</td>
<td>0.001</td>
</tr>
<tr>
<td>UF7</td>
<td>0.9</td>
<td>0.5</td>
<td>5</td>
<td>0.0005</td>
</tr>
<tr>
<td>UF8</td>
<td>0.5</td>
<td>0.05</td>
<td>15</td>
<td>0.0001</td>
</tr>
<tr>
<td>UF9</td>
<td>0.3</td>
<td>0.5</td>
<td>5</td>
<td>0.001</td>
</tr>
<tr>
<td>UF10</td>
<td>0.1</td>
<td>0.7</td>
<td>5</td>
<td>0.001</td>
</tr>
</tbody>
</table>

The tricky thing here is that when we generate the new population based on the previously found non-dominated solutions with a low level of mutation probability ($\beta = 0.05$) we get rather effective candidate solutions. This implies that our values of $l_{tail}$ and $\delta_{tail}$ become inappropriate for the restart criterion because the search could not manage to improve the approximation for $l_{tail}$ generations so that the distance $\rho(F_{\alpha}, F_{\beta})$ would be more than $\delta_{tail}$. When we increase the mutation probability a little ($\beta = 0.2$), we have a similar situation because there is a huge gap between the solutions which are similar to the previously found ones and the solutions which have undergone the mutation. Therefore, again for $l_{tail}$ generations the population could not evolve to produce new non-dominated points so the restart criterion could not be satisfied.

On the one hand, at the current stage the increase of $\beta$ helps to solve this problem. However, on the other hand, it means that we almost do not use the previously found solutions and just continue to explore the search space randomly. Therefore, we propose using two strategies in the restart. The first one is to generate the new highly randomized population with the use of the same restart criterion. The second one is to generate the new candidates which are close to the previously found ones and try to improve them but using a less strict restart criterion to give the population a chance to evolve. The balanced combination of these strategies and switching between them should help us to improve the current proposal.

In Figure 2 we illustrate the influence of $\delta_{tail}$ and $l_{tail}$ control parameters on the algorithm performance for $\alpha = 0.9$, $\beta = 0.7$ (the best settings on average). We may note that for different values of $l_{tail}$ the best values of $\delta_{tail}$ vary slightly. While decreasing $l_{tail}$ to 5, we find the best $\delta_{tail}$ equalled 0.0005. For $l_{tail} = 10$, $l_{tail} = 12$, $l_{tail} = 15$ the best value of
\( \delta_{\text{tail}} \) is 0.001. The further increase of \( \delta_{\text{tail}} \) leads to the considerable worsening of IGD, especially for the low level of \( l_{\text{tail}} \). Also, excessively small values of \( \delta_{\text{tail}} \) lead to the deterioration in IGD. However, using the best settings on average we do not achieve the highest effectiveness because the best settings differ for each problem.

In Table 1 we may even note that for the UF4 and UF8 problems, settings which are quite bad on average are the best for these particular problems: \( l_{\text{tail}} = 10, \ \delta_{\text{tail}} = 0.00005 \) are the best for the UF4 problem and \( \alpha = 0.5, \ \beta = 0.05 \) are the best for the UF8 problem. This implies that we should perform the careful choice of the control parameter values because they greatly affect the algorithm performance. Moreover, the right strategy is to adjust these parameters for the particular problem or, in other words, to make them adaptive. In that case, we will be able to use this adaptive algorithm as an auxiliary optimization tool in different areas (for example, in machine learning [16] to train complex models taking into account several criteria).

In Figure 3 we demonstrate the difference between the performance of the original PICEA-g (green bars) and the PICEA-g with the restart (blue and pink bars) for each problem (with no averaging over the problems). Here we show two IGD values obtained by the PICEA-g with the restart: blue bars correspond to the algorithm with the best settings on average and pink bars correspond to the algorithm with the best settings for each problem (the best possible combination in our experiments). In this figure, in addition to the mean
values, there are minimum and maximum values of IGD for each problem. As we can see, the PICEA-g with the restart almost always outperforms the conventional PICEA-g. Only for two problems (UF4 and UF8) the PICEA-g with the restart (the best settings on average) is defeated by the original algorithm. Nevertheless, in general, we may conclude that the restarting allows the algorithm performance to be increased significantly.

![Graph showing experimental results](image.png)

*Fig. 3. Experimental results. Comparison of the original PICEA-g and the PICEA-g with the restart.*

5. CONCLUSION

The restarting idea is a simple but effective technique to improve the performance of GAs. In this article, we propose a generic scheme of its implementation by means of an additional restart operator.

The presented meta-heuristic is designed for multi-objective GAs and we investigate its effectiveness using the example of the PICEA-g algorithm. According to the experimental results, the PICEA-g with the restart operator greatly outperforms the original one on the set of high-dimensional benchmark problems.
However, this operator requires subtle tuning of its control parameters. Therefore, in this study, we fulfil a deep analysis of the algorithm performance and its peculiarities depending on the values of the restart control parameters. This analysis reveals the ways of how we may improve the current proposal. In particular, it is reasonable to elaborate algorithmic schemes to make the restart adaptive: its control parameters should be tuned for the problem automatically during the algorithm execution. Moreover, the restart operator should provide us with an option not only to explore unknown regions of the search space with new randomly generated candidate solutions but also to exploit previously discovered areas more carefully.
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