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Abstract: Cosmology is the study of the universe comprising stars and galaxies. Advancement in the telescope has made it possible to capture high-resolution images, which can be analysed using machine learning (ML) algorithms. This paper classifies the star galaxy dataset into two classes: star and galaxy using ML algorithms and compares their classification performance. It is observed that random forest provides better accuracy of 78% as compared to other ML classifiers. Further to improve the classification accuracy, we proposed a CNN (Convolution Neural Network) model and achieved an accuracy of 92.44%. Since the CNN model itself extracts the characteristics, it exhibits superior classification accuracy.
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1. INTRODUCTION

Modern cosmology [1] is a vast interdisciplinary science. Given the widespread use of technology and image capturing techniques, stars and galaxies have been categorized using a wide variety of machine learning (ML) algorithms. The source classification is the fundamental problem in astronomy. Now a days due to advancement in the technology, many ML algorithms have been proposed to classify the star and galaxy images. ML has shown better results in classifying the images in various fields. There are many ML methods [2] to classify stars and galaxies. Recent use of Deep Learning (DL) [3] provided better accuracy than the traditional ML algorithms. It has been validated on various datasets which are available and have better accuracies. CNN is one of the most efficient algorithms in classifying image datasets. ML algorithms and CNN learn from the training dataset to develop a desired input-output relation. This is crucial for tasks like speech and image recognition and strategy optimization, which have significant applications in the IT sector. Due to ability of the CNN architecture to learn and extract the relevant
features from the images, it has been providing the better results for image datasets. This has motivated us to leverage and propose a novel CNN based architecture to classify the source as star/galaxy classes.

This paper discusses the classification accuracy achieved by the traditional ML algorithms. Also, the paper proposes a novel CNN architecture to improve the classification accuracy on the ARIES dataset. To the best of our knowledge, CNN model has not been proposed to classify the star/galaxy images on ARIES dataset. The proposed architecture is divided into three sub blocks. The first block extracts the relevant features, second layer enhances the extracted feature for better training followed by noise reduction block to provide the 92.44% classification accuracy for ARIES dataset. Further, section 2 discusses the dataset, section 3 describes the ML algorithms used for classification, section 4 proposes the CNN model, section 5 discusses the results and analysis and finally the conclusion in section 6.

2. DATASET

The dataset we used comprises of 3986 star images and 3986 galaxy images from a project at ARIES (Aryabhata Research Institute of Observational Sciences), Nainital, India [10]. The images were captured in the observatory situated at Devasthal, Nainital, India using the in-house 1.3m telescope. The captured images were of size 2kx2k. These images were reduced to 64x64 cut-outs to identify the sources in each image. For each image, segmentation was used to detect the source and labelling was done using the database. According to the label, cut-outs were stored in different directories. This data is generated from scratch using the real-world data and data samples of galaxy are shown in Figure 1 and stars in Figure 2. We use this dataset to train computer vision models to classify stellar sources like stars and galaxies in the telescope images.

![Fig. 1. Sample Galaxy images](image_url)
It is clear that we cannot classify stars and galaxies with our naked eye. Hence in order to classify them, ML and DL methods could be used.

3. ML ALGORITHMS FOR CLASSIFICATION OF STAR/GALAXY

K-nearest neighbours (KNN): KNN [4] is a popular supervised learning classifier in the community of categorization because of its effectiveness and simplicity. It is also one of the most basic ML methods that could effectively be used for text and image classification. It calculates the distance between the elements in the training set and the element that needs to be classified as a part of the test set. Calculating the k-nearest neighbours yields the anticipated class. The distances can be calculated using metrics such as the Euclidean measure. The amount of computation required for this method depends on the size of the training set. The model's output is discrete when the k-nearest neighbour method is employed. Each class is given a probability in the probabilistic KNN implementation. KNN has the benefit of being straightforward and effective in numerous domains. The complexity of computation does, however, rise as the quantity of data points begin to rise. In addition, KNN still exhibits inductive biases or model misfits as a result of its underlying assumptions, such as the notion that training data is spread equally across all classifications.

Random Forest (RF) classifier: An ensemble classifier called Random Forest [5] is built from a set of decision trees collectively referred to as the forest. Prediction is the result of adding several classifications that each tree produces. Based on the stochastic technique used to identify the attributes that will optimize information gain, each tree is distinct. Additionally, in order to develop new trees, the bootstrap statistical method is employed to create distinct datasets from the original one. As with the KNN algorithm, the output for the discrete case is the one that received the
most votes. To establish the final classification, the class assignment probabilities generated by each built tree are averaged using the arithmetic mean. The RF feature importance is then calculated by averaging the feature importance values for each tree in the ensemble. In comparison to Decision Trees (DT), the diversity of trees reduces bias, leading to more accurate models overall. Contrarily, RF consumes more time and memory than DT. The number of decision trees to be generated and the number of variables to be chosen and tested for the best split while building the trees are the two factors that must be established to construct the forest trees.

Naive Bayes (NB): Naive Bayes [6], a probabilistic ML technique is based on the Bayes Theorem, which is used to solve a variety of categorization problems. The Bayes Theorem is a fundamental formula in mathematics that can be used to estimate conditional probabilities. The posterior probability, or \( P(X|Y) \), calculates the likelihood that \( X \) will occur when \( Y \) does. \( P(Y|X) \) displays the frequency of \( Y \) when \( X \) happens. \( P(X) \) stands for the likelihood that \( X \) will happen, and \( P(Y) \) stands for the likelihood that \( Y \) will happen. The fundamental assumption of NB is that each attribute contributes equally and independently to the outcome. This probabilistic classifier is an instance of supervised learning. For each class, it produces the posterior probability. The input is classified into a class having the highest probability. It is simple to use and produces good results, but it requires extensive prior knowledge of probabilities and incurs high computing costs.

Support Vector Machines (SVMs): SVMs [7] which are a part of kernel-based methods, represents a considerable improvement in ML algorithms. When employed for classification, regression, or other tasks, SVMs create a hyperplane in a high- or infinite-dimensional space. In general, higher the margin, better the classifier. Hence the optimal separation corresponds to the hyperplane that is farthest from the nearest training data point of any class. The benefits of SVMs include the ability to build a strong predictive model with only a few free parameters, their robustness against some types of model violations and outliers, and their superior processing efficiency versus many other approaches. SVMs as well as other kernel-based algorithms have found success in several application areas, including text mining, fraud detection, insurance, chemistry, and bioinformatics. As a result, SVMs are now at the forefront of statistical learning and ML. SVMs are highly regarded by astronomers as well as statisticians, mathematicians, and computer scientists. They are also highly regarded by engineers and data analysts.

Logistic regression (LR): When the dependent variable is dichotomous i.e., binary data coded as 1 (yes or true), or 0 (no or false), building ML models using LR [8] is a statistical technique. It is a technique of predictive analysis that is built on the notion of probability. LR is used to analyze a dependent variable, along with one or more independent variables, in order to characterize the data. It's utilized to forecast the probability of a categorical dependent variable. The independent variables could be of the nominal, interval, or ordinal types. The word 'logistic regression' refers to the idea of the logistic function that it uses. The value of this logistic function ranges from 0 to 1 and is also known as the sigmoid function. The
sigmoid function is used in ML to translate predictions into probabilities. Mathematically, sigmoid function can be expressed as

\[ f(x) = \frac{1}{1 + e^{-x}} \]

LR performs better when the data can be separated into separate linear groups. It doesn't require a lot of processing resources because of its outstanding interpretability. There is no need for tuning because the input features can be scaled without any difficulty. It is simple to implement and train a model using LR. It offers both the direction of the relationship (positive or negative) and a measurement of the relevance of a predictor (coefficient size).

Decision Trees Classifier (DT): The Decision Tree Classifier [9] method repeatedly splits the dataset into a tree-like structure. At each split, a feature of the dataset is selected based on least impurity of the newly created nodes. The first step in creating a decision tree was defining an information gain (IG) function. IG is used to divide the dataset at each phase. Entropy, classification error and Gini are some examples of impurity functions that can be utilized. When the tree is fully formed, the probability distributions for each class are used to divide the feature space. Throughout the aforementioned branching process, some features pop up more frequently than others. The contribution of each feature to the prediction step can be measured using this frequency. Although DT is characterized by straightforward handling and interpretation, it may be biased and subject to revisions in the training set.

4. PROPOSED CNN BASED MODEL

Due to advancement in the technology and computing power of the system, CNN [3, 11, 12] has been used popularly in the image classification. The paper proposed a CNN based architecture as shown in Figure 3. The model contains total 8 convolution layers and three fully connected layers to flatten the features to classify images into two classes. The images are classified as star or galaxy in the last layer.

![Fig. 3. Architecture of CNN Model](image-url)
The network summary of the proposed architecture used to improve learning capability of the model is as discussed below.

1) Convolution + Convolution + pooling (2CP): The first block uses the filter size of 5*5 and 3*3 with 32 filters. The initial features extracted from the first block are reduced using the pooling layer. The pooling layer minimizes the number of parameters to be learnt by the system and the number of computations to speed up the training.

2) Convolution + Convolution + Convolution + pooling (3CP): In the second block there are total 3 convolution layers with 64 filters each having filter size as 3*3. The second layer enhanced the features extracted from the block one to provide better features. Lastly pooling is applied on the second block to further reduce the computations in the system.

3) Convolution + Convolution + Convolution + pooling (3CP): In the third block with the assistance of the same number of convolution layers and pooling layers features are extracted, but with a total number of filters increased from 64 to 128.

4) Fully-connected + Fully-connected+ Fully-connected (3F): The last block receives as input, the output of the preceding block. The last block contains 3 fully-connected layers. First 2 fully-connected layers flatten the input features into filters of 2048 and last layer classifies them into 2 classes as star or galaxy.

The use of above-mentioned blocks extracts the features from the star/galaxy dataset images. Since the datasets contains more noisy data, first 2CP block tries to extract the meaningful features from them. Further these features are enhanced by passing them to block 3CP with 64 filters to get the enhanced features from the previous 2CP block. The higher number of filters leads to more abstraction that the CNN model is able to extract. Hence 3CP block is further passed to extract more relevant features to 3CP block with filters increased from 64 to 128 respectively. Finally, the output of the 3CP block is fed into the fully connected block 3F to flatten the features into two classes as star or galaxy respectively.

---

**Table 1: CNN Model details**

<table>
<thead>
<tr>
<th>type</th>
<th>filters</th>
<th>filter size</th>
<th>padding</th>
<th>non-linearity</th>
<th>initial weights</th>
<th>initial biases</th>
</tr>
</thead>
<tbody>
<tr>
<td>convolutional</td>
<td>32</td>
<td>5x5</td>
<td>-</td>
<td>leaky ReLU</td>
<td>orthogonal</td>
<td>0.1</td>
</tr>
<tr>
<td>convolutional</td>
<td>32</td>
<td>3x3</td>
<td>1</td>
<td>leaky ReLU</td>
<td>orthogonal</td>
<td>0.1</td>
</tr>
<tr>
<td>pooling</td>
<td>-</td>
<td>2x2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>convolutional</td>
<td>64</td>
<td>3x3</td>
<td>1</td>
<td>leaky ReLU</td>
<td>orthogonal</td>
<td>0.1</td>
</tr>
<tr>
<td>convolutional</td>
<td>64</td>
<td>3x3</td>
<td>1</td>
<td>leaky ReLU</td>
<td>orthogonal</td>
<td>0.1</td>
</tr>
<tr>
<td>pooling</td>
<td>-</td>
<td>2x2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>convolutional</td>
<td>128</td>
<td>3x3</td>
<td>1</td>
<td>leaky ReLU</td>
<td>orthogonal</td>
<td>0.1</td>
</tr>
<tr>
<td>convolutional</td>
<td>128</td>
<td>3x3</td>
<td>1</td>
<td>leaky ReLU</td>
<td>orthogonal</td>
<td>0.1</td>
</tr>
<tr>
<td>pooling</td>
<td>-</td>
<td>2x2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>fully-connected</td>
<td>2048</td>
<td>-</td>
<td>-</td>
<td>leaky ReLU</td>
<td>orthogonal</td>
<td>0.01</td>
</tr>
<tr>
<td>fully-connected</td>
<td>2048</td>
<td>-</td>
<td>-</td>
<td>leaky ReLU</td>
<td>orthogonal</td>
<td>0.01</td>
</tr>
<tr>
<td>fully-connected</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>softmax</td>
<td>orthogonal</td>
<td>0.01</td>
</tr>
</tbody>
</table>
5. RESULTS AND ANALYSIS

The result and analysis section are divided into two subsections as
a) Performance of ML based classifiers for classification and
b) Performance of CNN based models for classification.

The performance of the aforementioned strategies is assessed in our paper using
the ARIES dataset. To reduce overfitting induced upon by the magnitude of the
dataset, we use the data augmentation approach. The data augmentation being
commonly used to combat the over fitting. In the data augmentation, often the
dataset is artificially increased by label-preserving transformations. The following
transformations are applied on the images to raise the number of images.

- Rotation: The dataset of star-galaxies has the advantage that rotating the image
does not change the observation like it is a star or galaxy. Hence images are randomly
rotated by multiples of 90.
- Reflection: To exploit the mirror symmetry of the images, they are flipped
horizontally with a probability of 0.5.
- Translation: Image translation helps the model to search for the observation
inside the image. Since the dataset has translational symmetry, the images are
translated by cropping it to 60*60 size and then shifting the images up to 4 pixels
vertically and/or horizontally.

5.1. Performance of ML based classifiers for classification

Table 1 compares the performance of ML algorithms using accuracy, precision,
recall and f1-score. The ratio of the total number of class predictions that were valid
to the total number of test predictions is used to calculate accuracy. The precision
denotes the ratio of positive predictions that are correct. Recall is used to calculate
the ratio of actual positives that were predicted incorrectly. F1-score is the harmonic
mean of precision and recall. The classification accuracy for the RF is 78.68%
whereas for KNN, DTC, NB, LR and SVM it is 78%, 71%, 68%, 74% and 77%
respectively. From Table 1 it is evident that RF provides better accuracy as compared
to existing ML algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>99%</td>
<td>78%</td>
<td>87%</td>
<td>78%</td>
</tr>
<tr>
<td>KNN</td>
<td>98%</td>
<td>78%</td>
<td>87%</td>
<td>78%</td>
</tr>
<tr>
<td>DTC</td>
<td>80%</td>
<td>81%</td>
<td>81%</td>
<td>71%</td>
</tr>
<tr>
<td>NB</td>
<td>74%</td>
<td>83%</td>
<td>78%</td>
<td>68%</td>
</tr>
<tr>
<td>LR</td>
<td>88%</td>
<td>81%</td>
<td>84%</td>
<td>74%</td>
</tr>
<tr>
<td>SVM</td>
<td>99%</td>
<td>77%</td>
<td>87%</td>
<td>77%</td>
</tr>
</tbody>
</table>

Table 1: Performance of ML algorithms
5.2. Performance of CNN based model for classification

The CNN model designed is divided into three sub blocks. The first block extracts the relevant features, second layer enhances the extracted feature for better training followed by noise reduction block to provide 92.44% classification accuracy for ARIES dataset.

Figure 5 depicts the loss function comprising of training loss and validation loss for 25 epochs. Training loss is the measure of how well a CNN model fits the training data and validation loss measures the model's performance on the validation data. AUC function which exhibits the strength of separability in a good model is shown in Figure 6. AUC gauges the model's accuracy by looking at the area below the curve. An efficient model displays an AUC close to 1. ROC curve in Figure 7 denotes the true positive and false positive rates.

![Fig. 5. Loss Function](image1)

![Fig.6. AUC Function](image2)
6. CONCLUSION

This paper has studied the star-galaxy classification using the traditional ML algorithms. The traditional ML algorithms extract the features from images and classified them into two classes. The existing ML algorithms like KNN, SVM and RF have shown significant accuracy on the ARIES dataset. However, they achieved a classification accuracy of 78%. Hence to further improve the accuracy, this paper proposed a CNN based deep learning model, which achieved an accuracy of 92.44% for the ARIES dataset. Further in future the different CNN models can be used to further improve the classification accuracy of the star galaxy datasets. Also, we can subcategorize the stars into seven different types given the features like temperature, colour and luminosity (brightness) as O, B, A, F, G, K, and M-class stars.
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