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Abstract: Efficient energy management is greatly facilitated by accurately predicting energy consumption in a smart home, benefiting both consumers and utilities alike. The conventional forecasting techniques rely on pre-trained statistical models built upon extensive historical data, which may experience performance degradation due to the dynamic nature of power load demands. To address this limitation, this study proposes a novel approach employing Window-based Support Vector Regression (WSVR) to accurately estimate energy requirements from a smart grid within a smart home. The dataset utilized for this research is sourced from Pecan Street in Texas, USA. To assess the efficacy of the proposed model, it is compared to several other time series data prediction models, including ARIMA, Holt Winter's, Linear Regression, Support Vector Machine, and Support Vector Regression. The performance of each model is evaluated, and the results are thoroughly examined and discussed.
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1. INTRODUCTION

The efficient and dependable performance of electricity systems now heavily relies on energy forecasting. The operation and production costs of the electrical utility depend heavily on the accuracy of prediction. Enhancement in accuracy will not only help in revenue management of utilities but it will also help in meeting the energy needs of the consumers. The efficiency in energy management will also enhance the security of the power system [1]. Maintenance is planned by scheduling the smart appliances in a smart home to manage energy during the most needed time thereby reducing the cost for energy consumption [2].

Three categories of load forecasting are generally used: short-term load forecasting, mid-term load forecasting and long-term load forecasting. The number of units
consumed, and the economical dispatch are two processes that depend on short-term load forecasting (STLF), which can last from an hour to a week [3], planning of energy transfer as well as immediate operation and management using the past data [4, 5]. This has led to the development of several forecasting models, the bulk of which may be roughly brought under the categories of machine learning and statistical methods. Most of the statistical techniques are based on analysis of linear series of data have trouble tackling the prediction of load problem since load series are often nonlinear. Neural networks and other AI-based methods have become highly popular in recent years for producing promising outcomes. In this work, an adaptive model for time series forecasting is proposed wherein the concept of sliding window is modified and combined with the Support Vector Regression technique. Comprehensive dataset from a real-world smart home in Texas is used for this work. New insights and findings in energy consumption forecasting are discussed in the result section. The contribution of this work includes a novel methodology conducted through data analysis and pre-processing and providing evidence of the effectiveness of the model through comprehensive evaluation and validation.

2. SURVEY OF RESEARCH IN THE FIELD

Different models are commonly used to model a regression problem. The traditional approach for addressing regression issues uses statistical techniques like the ARIMA model, in which the time series dataset is broken into numerous elements, such as trend and seasonality, and develops models for each element. To ensure that the auto correlation information is preserved, creating a list of temporal attributes is another method for modelling the historical data. The duration of an event, the interval between two occurrences, entropy measurements and other temporal aspects are some of the most often utilised temporal features. To calibrate its model parameters, a person must be an expert in statistics [6]. Optimization of the devices that use electricity is presented in [7] to enhance the efficiency of the electrical energy. Article [8] have done research in identifying the problems in energy management when a home undergoes automation. Support Vector Machine algorithm is not efficient, and the output is affected by noisy data [9]. Prediction of electrical load using the classification techniques and feature extraction techniques along with SVM is done in [10]. Support Vector Regression is proved to perform well for the dataset which shows trend and seasonality.

Regression analysis is carried out using SVR, an extension of SVM. Typically, the demand of load data in the past, changes in the climatic conditions etc. are used to create models for energy requirement forecasting. Sliding Windows Regression, an intriguing forecasting method that is capable of producing excellent results with little to no prior knowledge, is also used as a strategy for prediction. Support Vector Regression along with Fog and Cloud Computing for the forecasting of energy consumption is used in [11]. One model for predicting loads across the entire power plant's area system serving a huge geographic area may not always ensure sufficient forecasting accuracy. One of the main causes is the area's widespread load diversity, which is typically brought on by localised weather variations. Forecasting the load for multiple regions will be a useful way to give the utilities with regional predictions as well as more precise forecasting.
findings. A discussion for evaluation of power dissipation and energy in a robotic system is made in [12]. Article [13] proposes a model for the prediction of load by using SVR and LSTM algorithm for a micro-grid in a rural household of Africa. Nevertheless, most of these techniques rely on every application and don't have a universal fix that can be used across other domains. Forecasting in different domains have gained lots of attention in research where energy management is also an important area. For energy management different techniques and algorithms are used by different researchers. Support Vector Regression when combined with sliding window concept can be considered for forecasting by taking the seasonality component of time series dataset. The Pecan Street, Texas dataset is taken for investigation. Forecasting of energy consumption is needed as it helps the utilities as well as the consumers in managing the energy efficiently and to plan for continuous energy supply even at the time of natural calamities. The average energy consumption from the dataset and the decomposition of data for this work is the same as in [14].

3. DESCRIPTION OF THE PROBLEM AND PROPOSED SOLUTION:

3.1. Preliminaries

3.1.1. Linear Regression

Linear regression is widely recognized as the most straightforward regression technique rooted in statistical analysis for predictive analysis in machine learning. The concept of linear regression revolves around establishing a relationship that follows a straight line between the independent variable (represented by the X-axis) and the dependent variable (represented by the Y-axis). This technique aims to capture and quantify the linear association between the variables, enabling predictions to be made based on this linear relationship. If the only input variable, G (the independent variable), is present, this sort of linear regression is referred to as simple linear regression. When using the linear regression approach to find the line that best fits the data, B0 and B1 must be set to their ideal values. With the following equation, one can calculate linear regression:

\[ G_i = f(D_i + \beta_0) + E_i \]

where \( G_i \) is the independent variable, \( f \) is the function, \( D_i \) is the dependent variable, \( \beta_0 \) is the unknown parameter and \( E_i \) is the error factor.

3.1.2. ARIMA

ARIMA is a forecasting model which is one of the types of regression technique that assesses the supremacy of a single dependent variable in respect to a number of variables which keeps changing. The ARIMA model forecasts future movements by examining the differences between the values in the series rather than actual values.

Auto Regression (AR): Depicts the variable that changes and regresses by itself based on previous values.

Integrated (I): To enable the stationary component that is present in the time series dataset, (I) indicates the differencing of the unprocessed information.
Moving Average (MA): This tells the relationship between the value that is observed and the residual error. When this model is applied to lagged values that are observed, the moving average (MA) integrates the relationship between an observation and a residual error. The representation of the ARIMA model is as follows:

\[ b^{t} = c + \phi_{1}b^{t-1} + \ldots + \phi_{p}b^{t-p} + \theta_{1}\varepsilon^{t-1} + \ldots + \theta_{q}\varepsilon^{t-q} + \varepsilon^{t} \]

where \( b^{t} \) indicates the data which is differenced, and the other predictors indicate the lagged values and errors.

3.1.3. Support Vector Regression

To predict discrete values, support vector regression, a method for supervised learning, is utilised. The same theory underlies the operation of both SVMs and Support Vector Regression. Cornerstone of SVR is locating the best fit line. In SVR, the line that fits the hyperplane the best is the one with the greatest points. In contrast to other Regression models, which seek to reduce the difference that is present between the original value and the projected value, the SVR aims to identify the best line which lies within the appropriate value. The threshold value is the area that is within the boundary line and the hyper plane. It is challenging to scale SVR to datasets with more than a few ten thousand samples. The Support Vector Regression in the feature space can be calculated using the formula given below:

\[ y(x,w) = (w.f(x) + e) \]

where “w” is the factor related to weight, f(x) is the function of the feature and e is a constant.

The preliminaries that are given in this section are the existing mathematical equations related to the various algorithms that are used for forecasting. These equations are used to compare the efficiency of this regression model which is given by modifying the concept of sliding window and combining it with the Support Vector Regression model to give better accuracy in forecasting.

3.2. Proposed Solution

For the prediction of dynamic load data, the Window-based Support Vector Regression (WSVR), model is proposed which is adaptive in nature. Large volumes of historical data are generally used to construct prediction models, and once the dataset is trained, it will not get upgraded because of the limitations imposed by a protracted period of training. Performance may suffer as a result of a context change for the application or the data that is real. The way the data is applied in a particular context, or the actual data may undergo changes, which result in the prediction model's performance to get degraded. A prediction model is developed that trains using the data within the sliding window for scenarios like the forecasting of real-time load data, once the model is complete. As data is received, an error is calculated and appropriately incorporated into the model. This work is implemented by using R tool.

The energy consumption in a smart home from the smart grid is predicted using SVR and the model is trained using sliding windows as the data on smart grid is dynamic. The size of the window is optimized by taking the seasonality based on the Pecan Street dataset from Texas which shows four different seasons consisting of three months each. The dataset is taken for a single smart home in Texas and the average amount of energy
is calculated by summing up the energy that is consumed from the grid by various appliances. The suggested model is adaptive since it lowers forecasting errors by retraining the model on an on-going basis based on seasons. The efficiency of the prediction models is measured calculating the various errors like Mean Absolute Error (MAE) Root Mean Square Error (RMSE), the Mean Absolute Percentage Error (MAPE), and other metrics. The forecasting of energy consumption can be of great help when it comes to energy management. The consumers as well as the utilities can know the average amount of energy that is required for a smart home during various seasons and based on this other energy resources can be installed and utilized so as to avoid energy shortage. If energy consumption is less, then it can be given back to the grid. This forecasting helps the consumers and all the needed utilities to manage the distribution of energy. The utilities can also ensure uninterrupted power supply during the time of outages.

3.3. Methodology of the Proposed Work

The dataset taken for this work is from Pecan Street Texas, USA. The average amount of energy consumption in a smart home from the smart grid is taken for developing this forecasting model. The energy consumed by various smart appliances in a smart home is taken for every 15mins. Then the average amount of energy consumption in KW is calculated for every month. Texas has four seasons namely summer, winter, autumn, and spring. Based on the months in the respective seasons the average amount of energy consumption is taken, and the window size is kept as 3. This is because three months constitute a season. The average amount of energy consumption from the smart grid in the smart home from the Pecan Street dataset for the years 2013 to 2019 is given in Table 1. This dataset when decomposed shows that it is a time series data as it has randomness, seasonality, cyclicality, and trend. This is depicted in Fig1. As the dataset is a time series dataset the suggested prediction model is developed and contrasted with alternative time series forecasting methods. Various techniques that can be used for prediction of time series data ranging from statistical to Machine Learning algorithms are discussed in the above section. In this work Support Vector Regression method is used as the dataset shows non-linearity and can be modelled using the kernel functions.

The following are the steps that are taken for the proposed model. Initially the dataset is split into test data and training data. The average amount of energy consumption in a smart home for five years i.e., 2013 to 2017 is taken as the training data. The other two years data is considered as the test data. After the dataset is split into training and test data, the window size is fixed based on the seasons. As Texas has four different seasons with three months each, the value of the window is taken to be as 3 which indicates that g(t), g(t-1) and g(t-2) is considered for forecasting. Then the appropriate regression technique is chosen. SVR algorithms are more sophisticated than their competitors which produce models that are more accurate. Hence SVR forecasting model is taken for this proposed work. However, as a narrow training window is taken for this work, the increased complexity becomes insignificant for this dataset. After fixing the window, SVR is used to forecast the average amount of energy consumption in the smart home for the same season in the coming year. Fig 2 shows the sequence of steps involved in this work.
Table 1. Average Amount of Energy consumption from the smart grid in KW

<table>
<thead>
<tr>
<th>Year</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>0.55</td>
<td>0.3</td>
<td>0.32</td>
<td>0.15</td>
<td>0.72</td>
<td>1.47</td>
<td>1.49</td>
<td>2.46</td>
<td>1.81</td>
<td>0.99</td>
<td>0.72</td>
<td>0.47</td>
</tr>
<tr>
<td>2014</td>
<td>0.36</td>
<td>0.47</td>
<td>0.29</td>
<td>0.47</td>
<td>1.23</td>
<td>1.52</td>
<td>0.64</td>
<td>0.94</td>
<td>0.96</td>
<td>0.64</td>
<td>0.5</td>
<td>0.8</td>
</tr>
<tr>
<td>2015</td>
<td>0.55</td>
<td>0.46</td>
<td>0.57</td>
<td>0.54</td>
<td>0.85</td>
<td>1.08</td>
<td>1.38</td>
<td>1.36</td>
<td>0.84</td>
<td>0.81</td>
<td>0.76</td>
<td>0.77</td>
</tr>
<tr>
<td>2016</td>
<td>0.33</td>
<td>0.34</td>
<td>0.44</td>
<td>0.55</td>
<td>0.82</td>
<td>1</td>
<td>0.76</td>
<td>1.12</td>
<td>1.16</td>
<td>0.63</td>
<td>0.56</td>
<td>0.77</td>
</tr>
<tr>
<td>2017</td>
<td>0.66</td>
<td>0.53</td>
<td>0.36</td>
<td>0.41</td>
<td>0.8</td>
<td>0.85</td>
<td>1.89</td>
<td>0.58</td>
<td>0.97</td>
<td>0.46</td>
<td>0.6</td>
<td>0.71</td>
</tr>
<tr>
<td>2018</td>
<td>0.55</td>
<td>0.8</td>
<td>0.31</td>
<td>0.35</td>
<td>0.79</td>
<td>1.09</td>
<td>1.48</td>
<td>1.37</td>
<td>1.24</td>
<td>0.75</td>
<td>0.61</td>
<td>0.56</td>
</tr>
<tr>
<td>2019</td>
<td>0.4</td>
<td>0.53</td>
<td>0.29</td>
<td>0.35</td>
<td>0.72</td>
<td>0.83</td>
<td>1.03</td>
<td>1.85</td>
<td>1.8</td>
<td>0.88</td>
<td>0.63</td>
<td>0.61</td>
</tr>
</tbody>
</table>

For machine learning models, choosing the best window size for training the data is still an optional area for research. It is recommended to use past data with huge velocity is needed for prediction model to be trained which will help in uncovering all the possible patterns within the given time-period. Typically, the accuracy of the prediction model increases if the size of the training window is increased. There is also a drawback in training a huge dataset as the prediction model may produce false readings if the model shows some behavioural changes. In contrast, in this proposed work, a window is used for training the model which takes the amount of energy consumption of a month which falls under a particular season and predicts the energy consumption for the same season for the forthcoming year.
3.4. Algorithm of the proposed model

Step 1: Get the data from smart appliances in a smart home
Step 2: Check the data. If it is null, goto step 1 and take the previous value
Step 3: Choose the size of the window
Step 4: Build the model using SVR
Step 4: Train and Test the model
Step 5: If error rate is greater than 5 goto step 3 else
Step 6: Deploy the model
Step 7: Read the real-time data and forecast
Step 8: Stop

4. RESULTS

In this work the sliding window technique is incorporated with the Support Vector Regression method to predict the amount of energy consumption on an average during a particular from the smart grid by a smart home. The energy consumption for a smart home from the Pecan Street dataset is taken for forecasting. The data that is collected and divided into training and test data and the methodology given in the section given above is followed. The accuracy of this model is assessed by calculating the RMSE, MAE, MSE.

RMSE is calculated using the formula, \( \sqrt{\frac{\sum (F_k - O_k)^2}{n}} \) where \( F_k \) is the forecasted value of the \( k^{th} \) term in the dataset and \( O_k \) is the observed value of the \( k^{th} \) term and \( n \) denotes the sample size that is taken for forecasting.
MAE is calculated using \( (1/c) \sum |x_k - y_k| \) where \( c \) is the number of observations, \( x_k \) is the value that is obtained for \( k^{th} \) data value and \( y_k \) is the forecasted value for \( k^{th} \) data value.

MSE is calculated by using the formula \( (1/n) \sum (\text{actual value} - \text{predicted value})^2 \)

The performance is compared with the performance of the models like ARIMA, Holt Winter’s, linear regression, Support Vector Machine and Support Vector Regression. The results that are obtained is shown in Table 2. The result that is obtained is shows that the RMSE is high for ARIMA when compared to the other models and the proposed technique shows that it is better when compared to other time series forecasting techniques. The graphical representation of the obtained results is shown in Fig 3.

<table>
<thead>
<tr>
<th></th>
<th>ARIMA</th>
<th>Linear Regression</th>
<th>Holt-Winter’s</th>
<th>SVM</th>
<th>SVR</th>
<th>WSVR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RMSE</strong></td>
<td>0.5575</td>
<td>0.228</td>
<td>0.75</td>
<td>0.29</td>
<td>0.16</td>
<td>0.09</td>
</tr>
<tr>
<td><strong>MSE</strong></td>
<td>0.31</td>
<td>0.1672</td>
<td>0.531</td>
<td>0.25</td>
<td>0.235</td>
<td>0.13</td>
</tr>
<tr>
<td><strong>MAE</strong></td>
<td>0.37</td>
<td>0.33</td>
<td>0.65</td>
<td>0.35</td>
<td>0.31</td>
<td>0.29</td>
</tr>
</tbody>
</table>

**Figure 3**: Graphical Representation - Comparison of various forecasting models

5. DISCUSSION

According to the results presented in the previous section, the Window-based Support Vector Regression model, proposed in this study, demonstrates lower Root Mean Square Error (RMSE) values compared to the traditional ARIMA model commonly employed for time-series forecasting. This indicates that the proposed model outperforms ARIMA in terms of accuracy and predictive capability for the given dataset. Holt Winter’s forecasting shows the highest error rate and hence less efficient for time series forecasting. Linear Regression technique is better than ARIMA as only one dependent variable is taken. Support Vector Machine and Support Vector Regression also proves to be better than ARIMA which indicates that regression techniques are
better when only one dependent variable is taken for consideration. When the sliding window is taken, the seasonality factor will not be considered as the window size keeps moving. So, this proposed work WSVR proves much better with 0.9, 0.13, 0.29 errors for RMSE, MSE and MAE respectively as the window size is kept as a constant.

6. CONCLUSION

This proposed work uses support vector regression with constant window size based on seasonality for the forecast of energy requirement in a smart home. Based on the output that is obtained which is deliberated in the previous sections, it is concluded that the suggested model performs better when compared with the ARIMA, Linear Regression and Support Vector Regression based on seasonality. This model forecasts the amount of energy that will be consumed in the forthcoming year for the same season. One limitation of the proposed model is that it relies solely on the average energy consumption from a single energy source, namely the smart grid, without considering other energy resources present in a smart home. This oversight hampers effective energy management, as it fails to account for the contribution of other energy sources within the system. Additionally, the model does not incorporate weather data as an independent variable, which is a drawback considering the significant impact of weather on household energy consumption. Integrating weather data into the model could provide more accurate and comprehensive energy consumption forecasts. In the future, prediction of energy consumption for a day in a month can be done which can incorporate other energy resources in a smart home. This prediction will not only be helpful to the consumers but also to the utilities so that they can plan ahead on the amount of energy that will be required so as to avoid uninterrupted power supply even at the time of outages.
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